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ABSTRACT

The Cloud computing has enabled businesses andidodis to utilise the potential infrastructure the Cloud
without dealing with the cost and complexities atsed with large computations. It saves busines$isednitial
setup, updates and maintenance cost. And indivsdaie provided by the physical resources they niged for a
time they need them. They pay as they use theroesoCloud computing has revolutionized the waycessing is
carried out. Cloud led to the establishment of Edpata centers that contribute in the energy coresimorldwide
and consequently the carbon emission and envirotahdrawbacks. Green Cloud computing evolves arotied
development of algorithms that decreases the eneoggumption and became an active research areaefGr
cloud strategies are proposed and tested via a dmaage of assumptions. Surveying these strategiesdentify
the fitness of them in achieving the common objestalong with the energy consumption. We idedtifie way
energy consumption is observed and what energynganiethods are applied. Based on that we present a
taxonomy and analysis of their strength and weakioéshe existing methods. Ultimately, regarding thsult of
the analysis, the challenges are discussed andisréor future research in green Cloud computing identified.
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INTRODUCTION

Cloud computing has revolutionized the way progesss carried out. Cloud led to the establishmdname data
centres that contribute in the energy consumed dwide and consequently the carbon emission and
environmental drawbacks. A study shows that datdres are contributing to a fast growing energystonption
[1] and in 2010 it was approximated to contribute tb 1.5 percent of the total electricity use [®¢cording to the
trends the power consumption by data centres gedvit8% rate annually [3]. Energy is reported asstbeond-
highest operating cost for data centres in 2007 TAg reason might lie in the low average utilisatof resources
[5] although excessive resource utilisation leanlpérformance degradation. Furthermore, the cadioride
emission by the IT industry contributes to 2 petagithe global emissions [6]. It is reported thize data centres
emit as much CO2 as the whole Argentine, and tlilisb& four times bigger by 2020 [7]. Energy usdups a
direct relation with the temperature of the physl@rdware. The more energy used, the more coalstems are
required which then adds to the energy consumgiahthe cost of the Cloud service provider. Thedrtgnce of
energy saving strategies has been widely addresgée literature in different contexts includirgeheduling and
re-scheduling/migration or both, in regard to tlsgeatives such as: QoS/SLA, completion/response,ti@source
utilisation/wastage, temperature, performance arombination of these along with the energy consionpt
Currently, a variety of green cloud algorithms atréitegies are applied.

The focus of our work is to represent the diffeenof the strategies developed to deal with therggne
consumption in the Cloud with respect to the oliyest It would assist the Cloud providers to makeardormed
decision of suitable algorithms according to thepeztive circumstances. The energy-aware taxonaowded in
this paper aims to review the literature and idgritie strength and weaknesses. The main contoibsitof this
paper can be summarized as follows: (i) it suribgsarea of energy-aware resource provisioningpénGloud to
provide insights, (i) it identifies the assumptiorelated to how the energy consumption is eitheasured or
calculated and its potential impact on the totargg consumption, (iii) it then reviews how and whbe energy
saving strategies are deployed, (iv) it analysessthategies according to the other common objestia identify
the capabilities and possible drawbacks, (v) inctusion, the trends for future research in Clouadvfgioning is
discussed.
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The flow of this paper will be in a way that figgtovides a short background on the provisioningvearfe in the
Cloud. Next section focuses on the way energy aopsion is measured or calculated. It caters theudisions
followed in the energy-aware provisioning sectibattoffers a review of when -in the process of @iowning- the
energy saving strategies are applied. It also deduhe other objectives covered in the literatloag with energy
consumption. It is then followed by a review of sasurveys in the field of Cloud computing. Challesgand
Conclusion discuss the identified challenges aediture research trends.

BACK GROUND

In an laaS Cloud, virtualisation enables the systemcontrol the allocation of the resources to ipidt

applications. Virtualisation is defined [8] as &hnology that combines or divides computing resesito present
one or many operating environments". IT organisetibave used virtualisation for decades in mainfésmand

distributed systems, where it helps provide copiekardware to support test, development and sgagativities

of different tasks [9]. Virtualising physical resees and specifically Virtual Machine (VM) was iotiuced by
Intel during 1960s, which was providing interacti@ecess to the mainframes to improve the utilisatib the

system resources [10].

In a non-virtualised system the operating system ¢antrol over the hardware. In a virtualised syst¢he
hardware supervision and access control is cawigdby a software layer known as Virtual Machine riior
(VMM) or hypervisor. The most common VMMs are VMwa[11], Xen [12], Denali [13], Kernel-based Virtual
Machine (KVM )[14] and Virtual PC [8]. Virtualisash can be classified according to its usage as laadk
isolation, workload consolidation and workload naijon [15-16]. Workload isolation is the process/isfualising

a task and assigning it to a VM. Workload consdi@arefers to the process of assigning severarbgeneous
workloads to a single physical platform. Workloadyration, live migration or application mobility 21 refers to
moving a VM from a server to another. The motivatfor migration can be load balancing or potentzlure
prediction. The VMM arbitrates the access to thesptal resources so that different operating systemvVMs can
share the host infrastructure which can be termreedurce provisioning. Energy efficient resourcevigioning has
become known as the concept of 'Green Cloud', whiz attracted much attention among researchers. Th
allocation of the physical resources to tasks irtgptie energy consumption and other related factors

ENERGY CONSUMPTION

Energy consumption has been an important considerat the IT industry for some time. It has beendstigated
in the context of Grid [17-18], Clusters [19-21]igH Performance Computing (HPC) [22-23] or simpdenputer
systems [24]. More recently, Cloud computing hakttethe emergence of large data centres. Enengyucoption
contributes to 50% of the operating cost in datatres [25]. Consequently, existing research has lapplied to
the Cloud and new specialised approaches havedmatoped. Saving energy in large-scale data cengiguires
hardware and software optimisation. Hardware impnoent is an active area of research. For instaheepeak
energy consumption of servers is optimised by nicalibns of the hardware such as the introductiba power
controller proposed by Lefurgy et al [26]. Howevdre optimal use of the available hardware dependshe
effectiveness of the algorithms that control it. imke data centres more energy-efficient there meed for
developing energy-efficient provisioning algorithnMdewly devised energy-efficient provisioning algloms are
tested either on a data centre or using simulasimftware. In the case of experiments on a datareettte
energy/power data is collected from the specifidhare. A simulation package applies a mathemafaahula
to approximate the energy/power consumption.

Energy M easurement

One of the factors in energy related studies isatag the energy/power is measured or calculatedrdynrefers to
the total flow of current in a period of time arslmeasured in Watts (W), whereas power refersadltw of
current in a unit of time and is measured in Wats hour/second. Whether the explicit objectivengrgy or
power, the goal of many studies is to minimise ¢het of electricity necessary to execute taskdh@nGloud. In
some studies, the actual consumption is measure@dyecting a meter to the servers, in othersmadta or a set
of rules are developed to approximate the consumpt®ower meters that are connected to motherbadsads
consume energy that is included in the measurembatsthis consumption is generally regarded adigibte.
Real hardware for experimental evaluation is natags available to researchers, who find it easieruse
simulation packages instead. Some energy-awarelaiom packages are GreenCloud [27-28], MDCSim ,[30]
CloudSim [31-32] and GSSIM [33-34]. A 2013 studyKaur compares the characteristics of MDCSim, CRiod
and GreenCloud [35]. Among the available packa@sudSim has been the most widely used by scholdrs.
reason can lie in the fact that the CloudSim paekagonstantly being updated by Cloud Laboratorymniversity

of Melbourne. New trends in research are being éemgnted /tested and different workload from physica
hardware is included. A review of CloudSim andvidsious versions can be found in research by Getyal [36].
An energy-aware simulation package has to incluamdlae for calculating the energy consumption cissed
with a specific resource utilisation.

81



Sohrabi and Moser Euro. J. Adv. Engg. Tech., 2015, 2(2):80-91

CPU utilisation is commonly assumed to be the ntaintributor to energy consumption, an assumptiat kias
been fortified by experiments in the Green Compmutiab at Swinburne University of Technology, Melboe,
Australia [37]. CPU Energy/power consumption cardbéded into constant and dynamic consumption. stemk
consumption is hardware-dependent and measured thieesystem is idle. Dynamic energy/power consuompti
depends on the frequency of the processor whilewixgy the workload. Dynamic power was defined as ®.f
by Kim et al [38], where P is the power consumptiGris a coefficient and f is the frequency of gnecessor. To
obtain total energy consumption, this value shdiddadded to the constant power consumption. Therawpnts
by Lien et al shaped a set of rules that were {#E/dand modified [42] by Hsu et al.

Eq.1 [40] provides a set of rules that determimesdnergy consumption for VM number i, ¥t the time t using
a idle

B+a  0%<CPU util<50%

2B+a 50%<CPU utilk70% (1)

3+a  70%<CPU util«<80%

4B+a 80%<CPU util«90%

5+a  90%<CPU util«100%

The quantities were adjusted later in Hsu et algijollows:
a idle

B+a  0%<CPU util«20%
3B+a 20%<CPU util50%

Et = § sp+a  sow<cpu util«70% (2)
8f+a  70%<CPU util<80%
11B8+a 80%<CPU util<90%
12B+a 90%<CPU util<100%
According to the above mentioned energy modelgpeziic frequency in the system is associated wifferent
values in different models. Although, they mighthhee relatively the same, the differences in detzdin lead to

different results when it comes to comparison.

a, the idle energy consumption apd& a. E; =

Other Goalsand Objectives

Energy/power savings have been a major consideratiche complex context of the Cloud that affecny
aspects of the system. Many studies have investigtite Cloud from the point of view of these aspeaghich
often present themselves as trade-offs betweemigatiion goals. These aspects include:

Temperature: High energy consumption leads to the productiomofe heat that again necessitates more cooling
devices, which, in turn, add to the energy consionpt

Resour ce utilisation: Resource utilisation, CPU utilisation in partiayles the most significant contributor to the
energy consumption of the system. Increasing tiisatton of the available resources helps keeprthmber of
active servers at a minimum, which decreases tkeggnconsumption. Completion or response time: kepp
minimal number of servers active increases thealsiity an increase in completion/response time.

SLA/QoS: Compressing the workload on the minimum numbegenfers can also cause violation of Q0S/SLA.

Deadline: Deadlines are an issue in the provisioning probiemeal-time systems. Deadline violations can be
incurred by strategies used for decreasing theggreynsumption.

Performance: The definition of performance varies in the litewra. It is sometimes reported as the number of
finished tasks or the utilisation of a resource yrdt of time.

Cost: Cost is usually discussed as a consequence ef @ittergy consumption or resource utilisation dhbo

Figure 1 depicts the relationships between thestifa Energy/power consumption is directly reldi@desource
utilisation, Higher the resource utilisation, largie power consumption and shorter the completiore.
Resource utilisation influences the temperaturthefresources and entails cooling systems, whiatisléo higher
costs. While a high resource utilisation ideallglicates a well utilised system with high efficiendycan increase
the chances of hardware failure. Shorter completiimes improve performance and can be a cruciabfaghen
dealing with real-time systems and application fiead. SLA/QoS may define requirements regardingmletion
time, deadline, performance or cost, or a combimadif these.

Some studies attempt to achieve a balance betwese factors. Torres et al [43] minimised the nundiective
nodes to decrease the resource wastage and enengunaption while aiming for a minimum performance
degradation. Bobroff et al [44] decreased the resoutilisation by dynamically migrating VMs betwe&osts
while satisfying the SLA. Moore et al [45] invesiigd the trade-off between the resource utilisadiod the cost
of cooling the system. Several studies investigabhedimpact of resource provisioning for real-titasks in an
environment sensitive to deadlines [38][46-48].

82



Sohrabi and Moser Euro. J. Adv. Engg. Tech., 2015, 2(2):80-91

Resonrce
utilisation

/| Wastage
{ \
y i =
Energy/Power
Temperature Con-
1 3 / .
Completion, sumption
Response ‘
Time ‘
|
A |
|
Deadline I Performance l
|
|
\ l Cost
|
! .
: L
‘ -
‘ e
\ | B
X4 e
"
SLA/QoS

Fig. 1 Other goalsand objectivesrelated to energy/power consumption

ENERGY-AWARE PROVISIONING

Energy-aware provisioning requires the deploymdralgorithms that lead to lower energy/power congtiom.
According to the time these strategies come intmadt can be categorized as energy-aware scheglai re-
scheduling.

Energy Saving Strategies

The two main strategies applied for energy savimgCloud-related studies are host switching and Dyoa
Voltage and Frequency Scaling (DVFS). Switchingidfé hosts reduces the energy consumption andytbtem

responds to the requests with the available hadsts.strategy of switching hosts on and off has xtedied by
Mao et al [49] and extended in Mao and Humphrey[B@jere the effect on deadlines and cost were tigaded.

The significance of the energy savings achievedvayching off hosts may be due to the fact thaidde host still

consumes up to 70% of its peak power [51-52].

Switching hosts on again incurs a short intervapeék energy consumption and possible delays tesyhEm.
DVFS saves energy by reducing the frequency ofshedtile keeping them active. A strict implementatiof

DVFS decreases the frequency of the processordaeehwhere the deadlines are barely met, whighlead to
deadline violations in a sensitive system. Nonetb®lthe server switching and frequency alterdtare proven to
be effective [53] and are commonly used.

Scheduling and Re-Scheduling

In the Cloud, the available resources are limited shared among multiple applications using virsadion. Each
application/request is assigned to a Virtual MaehiviM) then mapped to the physical hardware. VirdMachine
Monitoring (VMM) software is responsible for hardwgavirtualisation and the access control of the \WW{M
software manages the Cloud system by assigning ¥Mke physical hardware. This is known as VM piaeat
or scheduling.

Scheduling algorithms distribute VMs on multipleskeby allocating multiple VMs to a hardware/hdsrfiware
sharing). If a host is saturated with VMs and camprovide the required resources, it is overloaaed considered
a hotspot. An overloaded host increases the chahbardware failure[54] which may lead to longernguetion
times or deadline violations in real-time systems.potential solution for resolving hotspots is VNivé)
migration, where a VM is copied from a source setwghe destination without stopping the executpart from
a short time for transferring the VM status [55Fwthe aim of balancing the load in the system.ufibalanced
load leads to longer completion times as the oweidd host cannot provide resources for VMs wheg Hre
needed. A longer completion time keeps a host adtiwlonger and increases the energy consumption.

An important aspect of a well-managed data cergrési ability to prevent or alleviate the hotspablgem.
Prevention strategies attempt to address the mistiee time of scheduling where a detection stsatagnitors the
system to find the hotspots. A strategy in loadhbeing is to schedule applications on the hoststhad monitor
the system to detect hotspots or an imbalanced[Rg{#5][56-64].
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A load balancing method based on Honey Bee behay{idBB-LB) was devised by Babu and Krishna [56].€Th
honey bee foraging strategy divides the processtosthree groups, overloaded, under loaded andnioed. It
finds an overloaded server and removes VMs frowhith are then assigned to a server of an undeebgroup.
The server is then added to the balanced groupsifio longer over- or under loaded. Labellingeaver as under-
/overloaded is considered a threshold based syradie scheduling algorithms used in the experinieciude
primitive FIFO and WRR (Weighted Round Robin).

In a study by Singh et al the goal is to balanee |ldad between the different entities in a datareerEntities
include memory nodes and network switches as vggiracessing nodes. The memory units are virtwhbzewell
as processors. A hotspot detection algorithm maomisadl entities to provide evidence of an overlahadede to
trigger the migration. This study is one of thetéamees of considering hotspots on switching nodewetwork and
memory units as well as processing units. Howelvenirtualisation in memory level increases theedwiency on
network connections and potential delays due toadgad on network switches.

To react to a hotspot a multi-objective Bayesiamg@aased genetic algorithm was proposed by SallaanLa
[58], which selects a VM to migrate from an oveded host. The approach minimises the load volumeamin
host as well as the energy consumption in its nuldjective formulation. Minimizing the load on eanbde does
not guarantee a higher saving on energy as allegsmes might be kept working for a total load tbatld be
processed by a smaller number of hosts while switchthers off.

In research by Wood et al [59] a hotspot is defiagé load which exceeds a predefined thresholdevat the end
of each interval. In their evaluation this thresh@d 75%. The authors do not investigate the opgtittmeeshold
value. The definition of load volume varies in tliterature. It is often defined as CPU utilisatidviore general
formulae have been described in studies by Wooal §9] and Tian et al [60]. Eq.3 [59] considers\CB,,
memory Unemory and network utilisation Mo to calculate the load volume LV.

LV = 1

(1-Ucpu) 1=Umemory)(1—Unetwork)

®)

Also Eq.4 represents a formula proposed by Hongwitaal [61] that is used in a study by Tian et @)[6vhere a
reference server m is selected first. Each seri@rcompared to server m. Nis the CPU capability, Nds the
memory capability and N3epresents the hard disk; &hd M are the average utilisations of CPU and memory
respectively, Prepresents the transfer rate of the hard disk, dignifies network throughput. a, b, ¢ and d are
weighting factors for CPU, memory, hard disk antlveek bandwidth respectively. The strategy of thigorithm

is to choose the host with the smallest value Bragvadl physical servers to allocate VMs.

a N1;C; b N2;M; ¢ N3;D; d N1;Net;
N1y Cm N2y My, N3mDm Netmy

B =

(4)

Detecting an imbalance solely based on CPU utitisadisregards resources such as memory and netwbese
their overuse can also incur delays and hardwailaréa. Ghanbari et al [65] proposed a feedbaclethas
optimisation method for a private Cloud. While thgpact of different resources in combination is tiwt focus of
their study, a general formula as shown in Eq.3 Bgad} averages the load on all resources. This snat an
excessive load on CPU might be overlooked due ¢ghigible memory utilisation. Once the load has bdefined,
upper and/or lower thresholds are define to idgritdsts with imbalanced loads. In a study by Siaeghl [57] an
imbalance score is defined for each entity in thetean as Eq.5, where f is the load usage fractimh Ris the
corresponding threshold for the resource.

0 F<T

IBscore(f,T ={
1) eU=DIT  otherwise

®)

A predefined threshold is short sighted in dealivith an online problem. According to the study bgr&din and
El-Yaniv [66] problems that do not have completeowtedge of future events are online problems. Ckud
incoming requests are not completely known in seingations that makes it an online problem. Thésgsons
are often disregarded [58][46-47]. A strict threlshibased approach for imbalance detection decreheesystem's
ability in responding to its online and unpredictedjuests. A slight difference in the incoming rests that
changes the utilisation from below to slightly héghthan threshold alters the systems reaction éfvehe
difference was for a short time and wouldn't cquesdormance degradation. An impractical lower/upgheeshold
can lead to unnecessary host switching that caledags and extra energy consumption due to the wakenergy
peak. A summary is provided in tablel.
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Table-1 Energy-aware scheduling and re-scheduling

Title Energy Measurement Energy Saving Virtualmati| Migration
Meters Formulae Switch DVFS
Power-aware scheduling for periodic real-time tf&&ks x v x v x x
Virtualpower: coordinated power management in wilized v x v v Xen v
enterprise systems[68]
No "power" struggles: Coordinated multi-level power v x v v VMware v
management for the data center[69]
Autonomic multi-agent management of power and v x v x v x
performance in data centers[70]
Energy aware consolidation for cloud computing[71] v x v x v x
pMapper power and migration cost aware application v x v v VMware v
placement in virtualized systems[62]

Power and performance management of virtualized v x v x v v
computing environments via lookahead control[52]

PADD: Power-Aware Domain Distribution[72] v x v x Xen v

Energy-efficient Scheduling of HPC ApplicationsGfoud x v x v x x

Computing Environments[73]
Power-aware Provisioning of Cloud Resources forl-Ree x v x v Xen x
Services[46]
Enacloud: an energy-saving application live placeme v x v x Xen v
approach for cloud computing environments[74]
GreenCloud A New Architecture for Green Data Cdiftgr v x v x Xen v
Energy-efficient management of data center ressuiare x v v v v v

cloud computing: A vision, architectural elemeratsgd open
challenges[76]

Online self-reconfiguration with performance guaeanfor x v v x VMware v
energy-efficient large-scale cloud computing dagaters[77]
Linear Combinations of DVFS-Enabled Processor x v x v x x
Frequencies to Modify the Energy-Aware Scheduling
Algorithms[78]
Mistral: Dynamically Managing Power, Performanceg a v x v x Xen v
Adaptation Cost in Cloud Infrastructures[79]
Multi-objective Virtual Machine Placement in Vitizéd x v x x v v
Data Center Environments[80]
An Energy-efficient Scheduling Approach Based oivdte v x v x v x
Clouds[81]
An Energy-Efficient Scheme for Cloud Resource x v x v 4 x
Provisioning Based on CloudSim[82]
Energy-aware ant colony based workload placement ir v v v x v x
Clouds[83]
Energy-aware task consolidation technique for cloud x v x x v 4
computing[41]
Energy-aware application-centric VM allocation féPC v x x x Xen x
workloads[23]
Energy-aware resource allocation heuristics faciefifit x v v v v v
management of data centers for Cloud computing[63]
Energy efficient utilisation of resources in clocmmputing x v x v 4 v
systems[84]
Optimal online deterministic algorithms and adagtiv v x v v 4 v

heuristics for energy and performance efficientaiyic
consolidation of virtual machines in Cloud datatees{64]

GreenCloud: a packet-level simulator of energy-avwaoud x v v v x x
computing data centers[27]
A multi-objective ant colony system algorithm fartual v x v x v x
machine placement in cloud computing[85]
A green energy-efficient scheduling algorithm usihg x v x v v x
DVFS technique for cloud data centers[86]
A Multi-objective Virtual Machine Migration Policin Cloud x v x x Xen v
Systems[58]
Experimental Analysis of Task-based Energy Consionph v x x x VMware x
Cloud Computing Systems[37]
Optimizing Energy Consumption with Task Consolidatin x v x x v v
Clouds[42]
Communication and migration energy aware task nmappi v v x x x v

for reliable multiprocessor systems[87]

Hypervisor

Unlike in systems with a dedicated operating sysiarthe Cloud hardware-related instructions havbd handled
by a VMM, which mediates between a guest operasygtem and the hardware that runs it. Instead bf fu
virtualisation, para-virtualisation is sometimesediswith a hypervisor responsible for the sharecdesedo the
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hardware while the operating systems hosted coniainalisation-aware code. This approach obvidbesneed

for any recompilation or instruction trapping besauthe operating systems themselves cooperate ein th
virtualisation process. A typical para-virtualisati product is Xen [12], while VMware [11] providdsill
virtualisation with a VMM. The maximum number of \@allowed per host can affect the results of piowisg
approaches. Table2 shows the maximum number of Whkksn working with a specific hypervisor. Where more
VMs can be deployed on a host, shorter queuingydedee expected. A smaller number of VMs per hodicates
potential improvement in the performance. VMwaral aten are used in a large number of studies asthes
hypervisors support live VM migration.

Table -2 Maximum number s of VMsin common hypervisors

Hypervisor Virtual machines per host
VMware vSphere ESXi 5.4 512
XenServer 6.0 75
Hyper-V 2008 R2 384
Oracle VirtualBox V4 128
RELATED WORK

In a study by Rimal et al [88] the cloud servicesvided by big companies including Amazon, forcencand
google are covered. It is an exclusive review ef évailable service providers and the way it im@eaiarried out
and the features that are supported. It is a véduasearch in giving insights about the way Clsedvices are
offered to the public. Cloud monitoring tools instudy by Fatema et al [89] intend to monitor theorgce
utilisation and system performance. Available momitg tools are described and their characteristics desirable
features are discussed. A review of available gnamgare simulation software and test beds are gadhby
Sakellari and Loukas [90] and resource managenretihé Cloud is described and analysed in [91] whbee
challenges related to different perspectives oduese management is discussed. One of the straighe study
is in its identified challenges in each section aodhparative nature of the text. In 2011 Beloglaaod Buyya
[92] surveyed energy-aware studies in the Cloud ook chapter. It includes a review of a set afrgn related
studies. Although, our survey includes other olyest related to the energy consumption and is ehdkan
earlier mentioned survey. The load balancing andcteduling is more broadly covered in our study an
challenges are identified.

IDENTIFIED CHALLENGES

There are multiple instances in the literature whexsource provisioning refers to how the procesgiower is
shared among VMs. The effect of memory and bandwlidiitation and how they affect are disregardeduang

that they can be added to the system at any timiadicates that these studies reported their tesdcording to
that assumption. A more comprehensive way of sittiriawhen considering other resources as wellrasgssing
units can lead to a more compatible result for &tmns to the measured values.

A study might assume that one application will pldyed on a VM or there is the option of havingltiple
applications on one VM. It depends on how the syssetup is and whether it's related to the colimiadtetween
jobs. Correlated jobs in the system require cefflainw of executions where start of a job will be @nmination of
another. This can be disregarded by arguing tlagtbup of these jobs can be presumed to be aesimgklated
job to the others. Nevertheless, it effects thgoase/execution time and SLA (depending on thend&fn)
whether the related jobs are deployed on diffenesmthines or waiting for the end of the other job.

There is a gap in the energy-aware studies thateasure different objectives when these attribatesaltered.
That is, to consider CPU, memory and bandwidth irequents of applications while changing the settimdnere
jobs can run independently or interconnected. tamenection between jobs can be of different typd an
complexity. VMs run one or multiple jobs will alsmpact the system that can be studied in theseasicsn They
can include variety of application types, CPU-irsi#r, memory-intensive, bandwidth-intensive or naensive.
Considering a combination of these assumptionsediding in the Cloud is an online problem as thisreot
comprehensive information available about job'®uese requirements. Their resource requirementsveay in
their life cycle. Relying on the approximations amdor knowledge simplifies the Cloud provisionitgt will
come short in some instances of real practice.n@rdcheduling ideas are needed to be developeteatad on a
variety of test beds. Test beds and evaluation lwads are not standard and any application sepotantially be
used which makes comparison difficult.

The way scheduling happens might make some nodie isystem overloaded or under loaded. The reasmie
in the system is detected as under-/overloadedsisitilisation which violates a predetermined thad. The
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optimal threshold value is not investigated. Noekths, a diverse set of jobs are expected to libfoseesting as
different strategies work differently accordingthe test bed used. Then, the policies to chooskl dov migration
and where to take it to assure a balanced loadwx energy. There is a need for an energy modelctra be
adapted by simulation packages to provide a commpamlatform. Simulation packages such as Cloud8iend
to provide it. However, the updates released cordfiSformulae and real system values that are Somest
incompatible.

Also, energy-aware heuristic multi-objective algloms are commonly used in the Cloud. However, @sailt of
multi-objective algorithms is a Pareto set. How anmber of this set is selected is commonly consai¢oebe
random or averaged over all objectives. Averagddegcan potentially lead to the selection of a menthat is
significantly high in one or two objectives (usyallelated objectives such as energy and tempejatnd
considerably unsatisfactory on others. This areab@abetter covered when joined with studies rdl&teheuristic
algorithms.

Given all the assumptions and the needs for furdleselopment, it is important to note that evenhbst strategy
in a given test bed may come short in another hadther way around. Each developed algorithmiegjyaand
policy is expected to be optimal in a certain anstiances. A study that looks into switching betw#esse
alternatives seems to achieve the most in the terg run of system. An adaptive provisioning is entikely to

handle a complex system than static ones.

CONCLUSION

The Cloud resource provisioning is an area yetddully investigated. It plays an important role providing
reliable service in a satisfactory level regardamergy consumption. The relation between energywoption
and other sometimes conflicting objectives in tHeud make the research in this area of high impasaand
complexity.

In this paper, details of the studies related tergy aware Cloud provisioning are reviewed to pidevinsights.
The aim was to describe multiple aspects and astsumf the studies to identify the differences.t@is include
the way energy consumption is obtained and thewffces it makes, the energy saving strategieshaneiffect of
hypervisor on the reported results. Also, otherlgdhat might be simultaneously considered at ihe tof
experiment and their impact on and from energy gongion are discussed. We noted that there arélslatghe
experiments that can potentially change the resilthe algorithms. This includes but is not linditeo the way
energy consumption is collected. Formulae and lbalsed approximations give a rough estimate oféakanergy
consumption but makes simulation possible. On therchand power meters attached to the hardwarbtmegd
different values according to where they are cotete@and how often the meter is being read. Powdenne
circuits also add to the energy consumption thaeiag measured. Therefore, the more often the pmsaread the
more the power meter energy will be added andriesding gives less accuracy to the power readirthexs are
less reading points.

Research in the energy-aware Cloud provisioningists of studies related to scheduling and re-adiveglof the
incoming requests. It includes the initial assignine the VMs as well as the mapping to the physitachines.
There are differences in a way it is carried ouemehthe size of VMs varies or the system does/dbaiow
assigning more than one request to a VM. There triighinterconnections between requests that addketo
complexity of the experiment. VMs running intercected tasks might be deployed on a same physicahima
or not.

The other challenging issue is the system with logeled nodes. It is of high importance to detectrimaded
nodes and solve it as it increases the chancerdivaae failure and longer task completion time tuéhe wasted
time for overheads such as context switching. Ntpedess, the notion of prescribing a thresholddeerloaded
node detection might cause frequent and unnecessatghing. And, the threshold is solely based loa €PU
utilisation whereas memory and a network link mightoverloaded and cause the same problem of kxénd¢he
system. A general formula that averages the loa€Bb, memory and network also comes short in dege
situation where a resource is terribly overloadad eauses the rest of the resource not to havéniagyto do.
Either way an overloaded part of the system isadetk policy/ies are needed to solve the problem.

Solving the overloaded node problem is often thiouggrating VMs from overloaded machine to anotfigris
process is called re-scheduling. It might be witl &im of balancing the load in the Cloud. It's ampnt to decide
which VM should be migrated and where it shouldthken to as it impacts the effect of the migrativiv
selection policies and host selection policies iakestigated solely or in conjunction. Noting ththe type of
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hypervisor determines the maximum number of VMs amphysical machine, scheduling and re-scheduling
algorithms can vary in experiments and change titeome even though it is neglected by some authidrs.
number of VMs on a physical machine affects thd peation of the resources each VM receives whictnt
effects the resource utilisation, response timeandpletion time and depending on the definititie, SLA/QoS.
Resource utilisation directly impacts the energgstonption for computation. It is also responsilbethe rise of
the temperature which in turn requires more endmyool the system down and adds to the total gnerg
consumption. An energy-aware provisioning stratagys to minimize the energy but needs to behava in
satisfactory level in case of other criteria in #ystem. That is, the energy-aware provisionindlem should be
formulated in a way that covers the presumed objesty researchers.

Strategies applied to formulate the Cloud provisignproblem are mainly defined as a trade-off betwe
minimizing energy consumption and other goals dlseeia simple trade-off or a multi-objective optiaiion
problem. It might also be described as a bin parkinoblem where available resources are the bin tha
accommodates applications/application's VMs. Reggrdhe problem formulation a solution strategy is
developed. Solutions are categorized as deternur@atl heuristic.

After building the assumptions of the experimergfiming the problem and finding a solution, it i$ ligh
importance to evaluate it. Evaluation process eaa bomparison to the best or worst case energyuogption in
the given system or the algorithm suggested intamostudy or even a random selection policy. Weediro
provide information regarding the comparisons betwetudies and to help researchers to find thealdait
benchmark for their evaluation. The review and gsial in this paper have provided an overview ofilatée
provisioning strategies and their characteristicsupport researchers in finding the research gagso helps to
detect the possible deviations from the reportadlts. Identified challenges are to suggest nemdseand paths
that requires further investigation. We considés thview as a reference and a basis for furtheraeeh work.
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